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Figure 10
Pacific Decadal Oscillation. (a) The leading empirical orthogonal function (EOF) of monthly sea surface
temperature (SST) anomalies over the North Pacific (after removing the global mean SST anomaly) based
on the HadISST data set during 1900–2008. Although the EOF calculation was restricted to the North
Pacific (region outlined by the black rectangle), the pattern is displayed globally by regressing the monthly SST
anomalies at each location on the principal component (PC) time series. (b) Associated PC time series
showing the unsmoothed record (red and blue bars) and the 5-year running mean record (black line).

ocean currents. On decadal timescales, stochastic heat flux forcing, the atmospheric bridge, and
changes in the North Pacific oceanic gyre circulation contribute approximately equally. Over the
western Pacific east of Japan where a deep mixed layer develops during winter, ocean circulation
changes associated with latitudinal excursions of the Kuroshio Current Extension are of primary
importance for PDO-related SST variability (Nonaka et al. 2006, Taguchi et al. 2007). A key
implication of these analyses is that, unlike ENSO, the PDO is likely not a single physical mode
but rather the sum of several phenomena.

The PDO is only one measure of SST variability in the North Pacific. Other recurring patterns
include the North Pacific mode (Deser & Blackmon 1995, Nakamura et al. 1997, Barlow et al.
2001, Guan & Nigam 2008), which is closely related to the PDO albeit with less amplitude in the
tropical Indo-Pacific. A distinct pan-Pacific mode has also been identified, emphasizing variability
in the eastern portion of the North Pacific (Guan & Nigam 2008). A North Pacific Gyre Oscillation
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PDO (SST EOF1): Mantua et al. (1997)

Fig. 3. (a) Four-year averages of global mean SAT anomalies relative to averages during 1971–2000. Blue
and black lines represent the ensemble means of the initialized 2–5 yr hindcasts and those of the data as-
similation runs using MIROC5 (solid lines) and MIROC4 (dashed lines), respectively. Vertical bars repre-
sent standard deviations of the ensembles for the initialized hindcasts. Red and pink lines represent the
HadCRUT3v observations corresponding to the above hindcasted and assimilated time series, respectively.
Values of R and RMSE represent anomaly correlation coe‰cient with the observation and root-mean-
squared errors of the MIROC5 and MIROC4h experiments, respectively. Values of the observed standard
deviations are also indicated. (b) The same as in panel a, except for the initialized 6–9 yr hindcasts and
the corresponding observation. (c) The same as in panel a, except for the proxy for the AMO fluctuation.
Plotted values are the area-averaged SST di¤erences (60–10W, 40–60N) minus (30W–10E, 10–40 S). (d)
The same as in panel c, except for the initialized 6–9 yr hindcasts and the corresponding observation. (e)
The same as in panel a, except for the PDO time series. Plotted values are the projections of the hindcasted,
assimilated and observed data onto the leading EOF of the linearly-detrended VAT400 observation. (f )
Leading EOF of the linearly-detrended VAT400 observation over the North Pacific (i.e., north of 20N)
during 1949–2008.
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Upper ocean heat content EOF1
during 2001–2030 with the A1B-type emissions scenario in the
Special Report on Emissions Scenarios (22). We define these
10-member ensembles as a reference field in the present paper
(referred to as NoAS). These forcing data have been used in a
number of global warming studies (6, 10, 11) and we similarly
use them as a boundary condition in all experiments in the pre-
sent paper. Our initialization is done on the basis of a data assim-
ilation approach together with an ensemble technique, using
MIROC and the objective analyses of sea surface temperature
(SST), subsurface ocean temperature, and salinity (23–25). Using
the ensemble snapshots of the assimilation data as initial
conditions, we perform seven sets of 14.5-year-long, 10-member
ensemble hindcast experiments every 5 years between July 1, 1960
and December 31, 2004 (referred to as HCST). In a similar man-
ner, we also perform an ensemble forecast experiment starting
from July 1, 2005 up to December 31, 2030 (referred to as FCST).

Results
When examining the global-mean SAT variations (Fig. 1), on de-
cadal timescales, the observed values lie within 1 SD of the HCST
and/or NoAS ensembles throughout virtually all of the prediction
periods. The temporal variations of the globally averaged SATare
largely controlled by the external forcing prescribed in all experi-
ments in the same manner. The linear trends during 1961–1990
display a negligible difference between the observation
(0.085 °C∕10 yr) and the NoAS data (0.080 °C∕10 yr). On the
other hand, internal variations can contribute to the decadal-
scale modulations such as the late-1970’s change in climate
(26), which is defined here as the 5-year running mean during
1979–1986 minus that during 1971–1978. The magnitude of this
late-1970’s change in the observations (0.149 °C) is substantially
larger than that in the NoAS data (0.091 °C), when the SD of the
10 ensembles (0.078 °C) is considered. In the NoAS experiment,
because the individual ensemble member should arbitrarily
represent states of internal oscillations due to the absence of
an initialization based on observational data, realistic phase
changes of internal decadal variations are simulated by only a
few ensemble members rather than an ensemble mean. It is
not easy to identify a significant improvement due to initialization
in the temporal evolution of the global-mean SAT (Fig. 1),
whereas some differences between the NoAS and HCST/FCST
data are noticeable. For example, internal variations may work
to make the globally averaged SAT in the FCST-derived ensemble
mean slightly lower than that in the NoAS data (Fig. 1). In fact,
such a slowing down of the globally averaged SATrise can be clos-

ely related to a significantly negative tendency of the predicted
PDO phase as suggested below.

Our major interest is directed toward the predictability of
internal decadal variations in the climate system, particularly
the PDO. To identify and isolate internal variations from a forced
variation governed by the external forcing more effectively, we
analyze the HCST-derived and observed deviations from an
externally forced variation (hereafter called internal compo-
nents). Here, we define the externally forced variation as a lead-
ing mode obtained from a signal-to-noise maximizing empirical
orthogonal function (EOF) analysis (27, 28) using the NoAS data
during 1958–2017. Figs. 2A and B indicate that the internal
decadal-scale variations of SST and vertically averaged ocean
temperature over the upper 300 m (VAT300) are predictable
almost a decade in advance in specific areas. Around the KOE
(particularly its northern part and downstream), subtropical

Fig. 1. Hindcasted, forecasted, and observed time series of globally
averaged SAT anomaly. Globally averaged anomalies of the annual-mean
SAT (°C) relative to the averages during 1961–1990. Red, blue, and green lines
represent the observation (Hadley Centre-Climate Research Unit gridded sur-
face temperature dataset, HadCRUT3v) and the ensemble-mean values of the
HCST/FCST and NoAS data, respectively. Blue and green shades represent the
ranges of 1 SD of the 10 ensembles in the HCST/FCST and NoAS data, respec-
tively. Plotted values for the HCST/FCST data are the results of hindcast and
forecast experiments starting from 1960, 1975, 1990, and 2005.

Fig. 2. Skills in hindcasting internal decadal variations in terms of anomaly
correlation coefficients at each grid point and area-averaged errors. (A)
Areas where the 5-year-mean SST deviations from the externally forced var-
iation are significantly hindcasted at 90% confidence levels in terms of the
anomaly correlation coefficients at forecast years 2, 4, 6, and 8, respectively.
Significance tests are conducted on the basis of a bootstrap approach using
2,000 sets of resampled ensemble-mean values (SI Text). (B) The same as (A),
except for the VAT300 deviations. Two blue rectangles represent the KOE and
STF regions defined in the present paper. (C) RMSEs of the 5-year-mean
VAT300 deviations projected onto the leading EOF (i.e., Fig. 3A) (broken lines)
and those averaged over the KOE (solid lines) and STF (dashed-dotted lines)
regions, respectively. Thick blue, green, and black lines represent the errors in
the ensemble-mean states of the HCST and NoAS data and the persistence
prediction (for the PDO time series only), respectively. Thin green lines repre-
sent values indicating that the RMSEs in the HCST data are significantly
smaller than those in the NoAS data at 60%, 70%, and 80% confidence limits,
respectively (SI Text). Red lines represent the observed SDs.
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Understanding of the generation and 
propagation mechanisms of OHC are 
important for PDV. OHC has better predictive skill than SST.



Contrasting propagation features of decadal-scale signals
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averaging. As for B, in this equation for depth average
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300 m. Other terms including diffusion and penetration of
solar radiation etc. make up the residual. Note the rela-

tionship in Eq. 8 remains valid if we bandpass filter each

term provided we make clear that the filtering is of each
term, not of each variable. Below we apply Eq. 8 with

each term filtered by the same 10–30 year filter used in the
Fig. 6 composites. We denote this filter by a prime.

In Sect. 3b, we have constructed T
0
composites at several

different phases (Fig. 6, left panels). The subsurface tem-
perature change from phase 0! to 90! is plotted in Fig. 7d.

Now we want to quantify how much each of the three terms
on the right-hand side of Eq. 8 contributes to this tem-

perature change. To do this, we make composites of the

three terms, ! Q
0
net

q0CpH
;A

0
; and B

0
at phases 15!, 45!, 75!.

Assuming it takes about 1 year for the leading propagating

mode to develop 30! (consistent with the robust peak at
12 years we saw in several Fig. 3 spectra), we multiply the

composite of the three terms at phases 15!, 45!, 75!,
respectively, by 1 year to get the corresponding DT 0 from
phase 0! to phase 30!, from 30! to 60!, and from 60! to

90!. Summing DT
0
from each phase for each term in the

tendency equation yields the contribution to the total
temperature change in Fig. 7d by the surface heat flux

Fig. 6 Composite of 10–30 year bandpass filtered upper-300 m
temperature (left panels), SST (shading, right panels) and SLP
(contour, right panels) at phase 0!, 45!, 90! and 135! of the
subsurface propagating mode with the phase calculated using

normalized PC1 and PC2 of upper-300 m temperature in the control
run. Each composite map is derived from about 60 episodes and the
stippling indicates the 95% significance level of Student’s t test
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Fig. 6 C shows the time-longitude plot of the h0 field in the
3232343N band modeled by Eq. (3) with the use of g0 ¼ 0:04ms"2

and the monthly wind stress curl data from the National Centers
for Environmental Prediction–National Center for Atmospheric
Research (NCEP–NCAR) reanalysis (Kistler et al., 2001). Being the
western boundary current extension in the subtropical gyre of the
North Pacific Ocean, the KE jet has its associated density surfaces
outcropping near 373N. Because of this, much of the observed
surface KE variability has been shown to be related to the time-
varying SSH signals in this southern RG band of 3232343N (Qiu
and Chen, 2005; Taguchi et al., 2007). As expected, the Rossby
wave model captures well all the large-scale SSH anomaly signals
that changed signs on the decadal timescales and this includes the
recent sign change in SSH occurring in 2007 in the central North
Pacific Ocean around 1603W. The linear correlation coefficient
between the observed and modeled h0 fields is r¼ 0:42 and this
coefficient increases to 0.59 when only the interannual SSH
signals are retained in Fig. 6 B. This quantitative comparison
confirms the notion that the decadal KE modulations detected by
the satellite altimeter data over the past 16 years are initiated by
the incoming SSH anomalies signals generated by the PDO-related
wind forcing in the eastern North Pacific Ocean.

While we emphasized the initiation of phase changes of the KE
system by the remote wind-induced SSH signals above, it is

equally important to point out that the wind-driven Rossby wave
model underestimates the observed SSH anomaly signals in the
western North Pacific (i.e., west of the dateline). In fact, altimeter
measurements reveal that the level of eddy kinetic energy in the
upstream KE region of 141321533E modulates with the incoming
SSH anomalies: the eddy kinetic energy level increases when the
incoming SSH anomalies are negative and vice versa (cf. Figs. 6 A
and B). Such a change in characteristics of the mesoscale eddy
field cannot be explained by the linear Rossby wave dynamics,
Eq. (2).

At a first glance, the correspondence between a high regional
eddy kinetic energy level and a negative SSH anomaly south of the
KE jet appears paradoxical: a negative SSH anomaly south of
the KE jet represents a weakened zonal KE jet and, based on the
theory of baroclinic instability (Pedlosky, 1987), less mesoscale
eddies might be expected in this state because of reduced
instability of the KE jet. A careful look at the sequential SSH
maps indicates that much of the KE path variability and the
enhanced mesoscale eddy signals in the upstream KE region (i.e.,
west of 1583E; Fig. 1 B) originate around the Shatsky Rise. Fig. 7 A
shows the SSH values averaged zonally from 1623E to 1803 as a
function of time and latitude. The thick black line in the figure
denotes the 170-cm contour and represents in this case the zonal-
mean KE jet axis downstream of the Shatsky Rise. One consistent
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Rossby wave rays in a ventilated thermocline (2.5 layer model) Liu (1999)

2. Density-compensated T & S
(Spiciness: e.g., Schneider 1999)

Westward propagating signals: 
First baroclinic mode RWs

(e.g., Pedlosky 1996; Liu 1999)

Independent of the mean flow. 

(Liu 1999, Nonaka & Xie 2000)

associated w/ density change

no density change

Are the eastward propagating OHC signals Rossby waves or spiciness? 

MAY 1999 1039L I U

FIG. 1. Wave rays in a ventilated thermocline. Six rays start in the ventilated zone, while the
other four originate from the shadow zone, as marked by the heavy dots. The forcing frequency
is ⇤ � 1 (decadal) and the initial meridional wavenumber is n � 3. (a) N-mode wave rays and
(b) A-mode wave rays. The streamlines starting from the same locations are also plotted for (c)
the mean flow of layer 1, (d) layer 2, (e) the barotropic flow, and (f ) the wave characteristics (UB

⌃ d1d2, VB). The time between each pair of marks is 0.3.

0.4. [See Hendershoot (1989) for more details.] A de-
cadal frequency forcing (⇤ � 1) is used. The distinctive
ray pathways of the two modes can be seen clearly in
Figs. 1a and 1b for the wave rays of the N mode and
A mode, respectively. Ten wave rays are plotted in each
panel. Six rays start near the outcrop line (solid circles)
in the ventilated zone where flows originate from the
subduction of the mixed layer waters. Four rays origi-
nate near the eastern boundary in the shadow zone
where there is no flow in the subsurface (Luyten et al.
1983). For comparison, mean flow trajectories are also
plotted in Figs. 1c–e following the streamlines of layers
1, 2, and barotropic flow, respectively. In addition, the
trajectories that follow the 2-layer wave characteristics
(UB ⌃ d1d2, VB) (Rhines 1986; Dewar 1989; Liu 1996)
are also plotted in Fig. 1f. These wave characteristics
are parallel to the mean subduction flow U2 in the ven-
tilated zone in a 2.5-layer model (Luyten and Stommel
1986).

Figure 1 shows that, despite the eastward flow in the
northern part of the subtropical gyre in all the flow fields
(Figs. 1c–e), all the N-mode wave rays propagate west-
ward (Fig. 1a). This is caused by the non-Doppler-shift
effect in this mode.2 In contrast, all the A-mode wave
rays tend to follow the mean circulation due to its ad-

2 Here, we refer to the non-Doppler-shift effect only in a crude
sense. Indeed, it has been shown that the wave speed can be enhanced
significantly by the mean flow (Killworth et al. 1997; Dewar 1998;
Singh 1997; Liu 1998).

vective nature (Fig 1b). A comparison of the A-mode
wave rays with other trajectories clearly shows that the
path of the A-mode wave rays closely resembles that
of the wave characteristics (Fig. 1f) or the subsurface
subduction flow in the ventilated zone (Fig. 1d).

The relationship between the wave rays and the mean-
flow trajectories is seen more clearly in Figs. 2 and 3.
Figure 2a shows two wave rays (the two marked curves),
one for the N mode and the other for the A mode, which
originate in the ventilated zone near the outcrop line.
For comparison, we also plotted the trajectories that
follow the mean flow of layer 1 (curve with *) and layer
2 (curve with �). In addition, the wave characteristics
(UB ⌃ d1d2, VB) (curve with ⌥) are also plotted. It is
clear in Fig. 2a that the N-mode wave ray does not
follow the circulation at all. The A-mode wave ray, on
the other hand, follows closely the characteristics (UB
⌃ d1d2, VB) or subsurface ventilation flow U2, but de-
viate significantly from the surface flow U1. This in-
dependence of the A-mode wave speed from the surface
flow was noted in Liu (1998). Furthermore, the wave-
numbers k (solid), l (curve with �), and the wave struc-
ture (a � ⇧ 2/⇧ 1) are also shown in Figs. 2b and 2c for
the N mode and A mode, respectively. The vertical
structure of the wave remains as aN ⌅ 0 for the N mode
and aA ⇥ 0 for the A mode. Thus, the perturbation flows
of the two layers are in the same direction for the N
mode, but are in the opposite directions for the A mode.
Therefore, the N mode resembles the first mode, while
the A mode resembles the second mode, as discussed
in Liu (1998). Figures 2b and 2c also show that the

background mean 
flow in subsurface

Possible mechanisms for the propagation feature
Eastward propagating signals: 
1. Higher baroclinic mode RWs

Following the mean flow. 



Rossby wave rays in a ventilated thermocline (2.5 layer model) Liu (1999)

2. Density-compensated T & S
(Spiciness: e.g., Schneider 1999)

Westward propagating signals: 
First baroclinic mode RWs

(e.g., Pedlosky 1996; Liu 1999)

Independent of the mean flow. 

(Liu 1999, Nonaka & Xie 2000)

associated w/ density change

no density change

Are the eastward propagating OHC signals Rossby waves or spiciness? 
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FIG. 1. Wave rays in a ventilated thermocline. Six rays start in the ventilated zone, while the
other four originate from the shadow zone, as marked by the heavy dots. The forcing frequency
is ⇤ � 1 (decadal) and the initial meridional wavenumber is n � 3. (a) N-mode wave rays and
(b) A-mode wave rays. The streamlines starting from the same locations are also plotted for (c)
the mean flow of layer 1, (d) layer 2, (e) the barotropic flow, and (f ) the wave characteristics (UB

⌃ d1d2, VB). The time between each pair of marks is 0.3.

0.4. [See Hendershoot (1989) for more details.] A de-
cadal frequency forcing (⇤ � 1) is used. The distinctive
ray pathways of the two modes can be seen clearly in
Figs. 1a and 1b for the wave rays of the N mode and
A mode, respectively. Ten wave rays are plotted in each
panel. Six rays start near the outcrop line (solid circles)
in the ventilated zone where flows originate from the
subduction of the mixed layer waters. Four rays origi-
nate near the eastern boundary in the shadow zone
where there is no flow in the subsurface (Luyten et al.
1983). For comparison, mean flow trajectories are also
plotted in Figs. 1c–e following the streamlines of layers
1, 2, and barotropic flow, respectively. In addition, the
trajectories that follow the 2-layer wave characteristics
(UB ⌃ d1d2, VB) (Rhines 1986; Dewar 1989; Liu 1996)
are also plotted in Fig. 1f. These wave characteristics
are parallel to the mean subduction flow U2 in the ven-
tilated zone in a 2.5-layer model (Luyten and Stommel
1986).

Figure 1 shows that, despite the eastward flow in the
northern part of the subtropical gyre in all the flow fields
(Figs. 1c–e), all the N-mode wave rays propagate west-
ward (Fig. 1a). This is caused by the non-Doppler-shift
effect in this mode.2 In contrast, all the A-mode wave
rays tend to follow the mean circulation due to its ad-

2 Here, we refer to the non-Doppler-shift effect only in a crude
sense. Indeed, it has been shown that the wave speed can be enhanced
significantly by the mean flow (Killworth et al. 1997; Dewar 1998;
Singh 1997; Liu 1998).

vective nature (Fig 1b). A comparison of the A-mode
wave rays with other trajectories clearly shows that the
path of the A-mode wave rays closely resembles that
of the wave characteristics (Fig. 1f) or the subsurface
subduction flow in the ventilated zone (Fig. 1d).

The relationship between the wave rays and the mean-
flow trajectories is seen more clearly in Figs. 2 and 3.
Figure 2a shows two wave rays (the two marked curves),
one for the N mode and the other for the A mode, which
originate in the ventilated zone near the outcrop line.
For comparison, we also plotted the trajectories that
follow the mean flow of layer 1 (curve with *) and layer
2 (curve with �). In addition, the wave characteristics
(UB ⌃ d1d2, VB) (curve with ⌥) are also plotted. It is
clear in Fig. 2a that the N-mode wave ray does not
follow the circulation at all. The A-mode wave ray, on
the other hand, follows closely the characteristics (UB
⌃ d1d2, VB) or subsurface ventilation flow U2, but de-
viate significantly from the surface flow U1. This in-
dependence of the A-mode wave speed from the surface
flow was noted in Liu (1998). Furthermore, the wave-
numbers k (solid), l (curve with �), and the wave struc-
ture (a � ⇧ 2/⇧ 1) are also shown in Figs. 2b and 2c for
the N mode and A mode, respectively. The vertical
structure of the wave remains as aN ⌅ 0 for the N mode
and aA ⇥ 0 for the A mode. Thus, the perturbation flows
of the two layers are in the same direction for the N
mode, but are in the opposite directions for the A mode.
Therefore, the N mode resembles the first mode, while
the A mode resembles the second mode, as discussed
in Liu (1998). Figures 2b and 2c also show that the
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Possible mechanisms for the propagation feature
Eastward propagating signals: 
1. Higher baroclinic mode RWs

Following the mean flow. 

•To examine dynamics underlying propagation features of decadal-scale
  OHC signals, analyzing a long-term CGCM simulation.
• To distinguish OHC signals in terms of higher baroclinic modes RWs 
  and spiciness anomalies, and examine their origins. 
• To establish the link between the westward- and eastward 
  propagating oceanic signals. 

Objective   



CGCM integration: interannual standard deviations

CFES: Coupled 
atmosphere-ocean GCM 

for Earth Simulator
Komori et al. (2008)

Medium resolution CFES  
A: T119 (~100 km) L48: 
O: 0.5º L54: 
Integration : 150 years

Taguchi et al. (2012)

Sea Surface Height 

Ocean Heat Content (T0-400)

contour:
 mean



Simulated propagating signals of SSH & OHC

 monthly climatological mean removed, 3-year running mean



Vertical structures of density anomalies 
associated with SSH and OHC anomaly signals

Mean Reg. on SSH’(sol) & OHC’(dot)

contour:
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potential
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higher 
baroclinic RWs

1st baroclinic 
mode Rossby 
Waves.
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Splitting OHCa into density and spiciness compnents
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Spiciness generation in the KOE region



Lag-correlation/regression onto OHC  at around 43ºN,180º
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Generation of spiciness & higher baroclinic modes



Summary
•We have investigated processes and the origin of the eastward-propagating 
Ocean Heat Content (OHC) signals simulated in a 150-year CFES simulation. 

1. 1st baroclinic RW

2. Displacement of Gyre boundary 3. generation of spiciness anomalies

4. mean flow advection 
of spiciness anomaly

5. T’ associated w/ spiciness damped by air-
sea heat exchange             higher modes RWs��

westward-propagating SSHa eastward-propagating OHCa 

• The wind-forced westward propagating SSH signals are transformed 
into the eastward-propagating Ocean Heat Content signals through 
the latitudinal shift of the subarctic front and the associated 
anomalous spiciness generation. 



Implications and future studies

• Revisit the link btw/ 
OHC and Mode 
Water variability. 

• Analyze Argo data, 
ocean reanalysis, 
h igh-res . OGCM 
and other CGCMs.

increases Mode Water 
thickness 

Figure 1. (a) Total number of Argo profiles and Argo observed long−term mean of (b) depth (m), and (c) potential vorticity
(× 107 kg m−4 s−1) averaged over 25 < s! < 25.5 kg m−3 isopycnals, and (d) mixed layer depth (m) in February for the period
2001–2008. White contours in Figure 1a–1c and black contours in Figure 1d denote 1.6 and 3.4 m2 s−2 isopleths of the mean
Montgomery potential averaged over 25 <s! < 25.5 kgm−3 isopycnals. s! = 25.25 kgm−3 outcrops in February along the black
dashed line in Figure 1b. Potential vorticity in Figure 1c is defined as f ∂s!/∂z, where f is the Coriolis parameter.White contours
in Figure 1d denote s! = 24, 25, and 26 kg m−3 at the mixed layer base. Mixed layer depths are estimated using a temperature
criterion [Kara et al., 2000] with a temperature difference of 0.2°C [de Boyer Montégut et al., 2004].

Figure 2. Propagation of the cool/fresh spiciness anomaly (blue contours) on 25 < s! < 25.5 kg m−3 isopycnals along iso-
pleths of the mean Montgomery potential (white contours). Blue contours denote −0.03 PSS‐78 isopleths of annual mean sa-
linity anomaly in 2004, 2006, 2007 and 2008 (thin in 2004 and 2007 and thick in 2006 and 2008). In 2005 the anomaly lies
between its 2004 and 2006 position, but is omitted for clarity. The plot is based on the interpolated Argo product, with addi-
tional spatial smoothing applied to improve the visualization. Color indicates the long‐term mean of salinity average on the
same isopycnals from the Argo observations from 2001–2008. s! = 25.25 kg m−3 outcrops in February along the orange line.
Red dots are placed from the outcrop line along the subduction path at an interval of 103 km, so the westernmost dot is the
terminus of a 12 × 103‐km long trajectory.
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Observed spiciness propagation in the subtropical thermocline

anomalous spiciness 
generation discussed 
in the present study

• Possible pathway of decadal subsurface signals from west to east


